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Abstract
This paper focuses on structured Web review extraction and opinion summarization. An opinion extraction framework and a feature-opinion based opinion summarization algorithm (FOOSA) are proposed. Opinion related Web pages are first clustered according to their link and title similarities. Then reviews are extracted using tag patterns which are generated through one instance learning method. The extracted reviews are filtered basically according to some rules to remove meaningless symbols. At last, all reviews are segmented into feature-opinion sentences for continual processing. In opinion summarization, FOOSA uses feature-opinion pairs as keys to construct feature-opinion (FO) buckets. Then we use inter bucket reducing method based on information entropy to remove duplicated sentences in different buckets. FOOSA also carries out intra bucket clustering to select representative sentences from every bucket. FOOSA builds positive and negative text opinion summaries through our ranking method. A structured review extraction and opinion summarization system is implemented based on our approach. Our system provides not only text opinion summarization, but also Web based graphical overall sentiment summarization. Experiments show our review extraction and opinion summarization approaches are effective and promising. 
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1. Introduction
In recent years, World Wide Web grows dramatically not only in size but also in online reviews. More and more websites, such as amazon.com, have provided services that facilitate Web users to publish their opinions about events, products and services. Web users can express their opinions in websites, forums, blogs, etc. Reviews on the Web are often organized as data records. One such record may contain information about review holder, publishing date, review data, etc. While several reviews may be in the same Web page and one or several Web pages may contain reviews about the same topic. These reviews are often generated by programs from backend databases. They often have the same HTML structure in one website. We decompose our review extraction and opinion summarization problem into following main subtasks: I. Extract reviews. II. Extract opinion sentences. III. Determine the polarity of opinion sentences. IV. Summarize opinions, including positive and negative opinion summarization. This paper focuses on subtask I and subtask IV. 

Related work. In recent years, opinion mining has been studied extensively and has become a significant subject of research in the field of data mining [1]. But there is not so much work has been done on feature level opinion mining for Chinese reviews [2]. 
Regularly structured review data records can be extracted through wrapper induction, which usually requires manually labeling positive and negative examples to learn extraction rules. Softmeanly [3], WIEN [4], Stalker [5] are the examples of wrapper induction systems. However, it is time consuming and labor intensive to manually label data. There are also some researches focusing on automatic extraction approaches [6][7][8]. However, automatic extraction approaches may suffer from less accuracy and require manually identifying the items of interests [9]. 
Hu and Liu [10][11][12] ’s works are the early feature based opinion mining endeavor. In Hu and Liu’s works, opinion mining has three steps: mining product features, identifying sentiment of each sentence and summarizing the result. Turney et al. [13] uses point mutual information (PMI) [14] method to identify the sentiment of reviews. There are also some works [15][16] that use machine learning methods to identify the sentiment of a sentences. Opinion mining systems such as Review Seer [17], Red opal [18], Opinion Observer [12], OPINE [19] provide opinion summarization too. Unfortunately, most of these systems are mining product reviews and focus on the overall sentiment of opinions. Some of them do not provide text summarization such as [12], or some of them only show some simple opinion sentences for example [17]. Actually many reviews are not about products. They may contain opinions about restaurants, shops, services, etc. Such kind of opinion object may have hundreds of features. If an opinion mining system provides text and also graphical overall sentiment summarization according to features, an opinion viewer can easily find opinions and overall sentiment about the most important features. Second, it is common that we can find hundreds of opinion reviews about the same product or topic in a website. Because they are too many in number, and opinion reviews of the same topic may be distributed in several Web pages. An opinion viewer needs to click “next page” again and again to read all the opinions about the same topic. However, reading so many reviews is tedious and time consuming. Therefore text opinion summary for the top reasonable and important features of reviews about the same topic will be helpful for an opinion viewer to understand the overall sentiment. Furthermore, it is difficult to identify sentiment of every sentence correctly by machine because of the nature of human languages. But human can distinguish distinct sentiment more efficiently. 
In this paper, we use one instance learning approach to extract review data records. Our approach needs less manual work than traditional wrapper induction but has promising precision. Furthermore our approach is robust, easy to use and implement. Using our approach, a user only needs to select and copy text snippets which he or she is interested in from a Web browser, then fill in a Web page form to generate extraction configuration files. 
The major contributions of this paper are as follows: 

1) We propose a Chinese opinion extraction framework. In this framework, Web pages are first clustered according to similarities of their links and titles instead of their body contents. Then reviews are extracted using tag patterns generated through one instance learning method. All extracted records are filtered basically according to some rules. Then, reviews are segmented into feature-opinion (FO) containing sentences prepared for continual processing.
2) A feature-opinion based opinion summation algorithm (FOOSA) is proposed. The algorithm uses feature-opinion (FO) as key to construct FO buckets. It selects representative sentences from every bucket through inner bucket clustering. At last, the algorithm builds positive and negative opinion summaries through our ranking method. Our opinion summarization system provides Web bar graph to show the distribution of the most important FO pairs. As far as we know, in China, until now, we do not find any opinion website which provides both text opinion summarization and feature-based graphical overall sentiment summarization services.
Note that our opinion summarization is different from traditional text summarization in three main aspects: 1) Our text opinion summarization focuses on FO pair bearing sentences, not for all the sentences appearing in the corpus; 2) Our text opinion summarization is overall sentiment summarization, so sentences in our summaries are ranked by FO distribution with positive and negative polarity classification. 3) Our summarization combines text opinion summarization with graphical overall sentiment summarization.  
2. Opinion Extraction Framework
We use our vertical spider to crawl Web pages from opinion related websites. Our opinion extraction framework is only used to extract structured reviews. Fig. 1 presents the main modules of the framework. It includes four main parts:

1)
Web Page Cluster. This module clusters all the same topic related opinion Web pages.

2)
Review Extractor. We use tag patterns and link patterns to extract reviews in a Web page. A one instance learning method is implemented to extract these reviews because of its natural simplicity and high precision. 

3)
Review Cleaner. Reviews may contain meaningless symbols.  Filtering out these noises is important for next step processing. The cleaner uses rules edited manually to filter the reviews. 

4)
Opinion Sentence Extractor. 
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Fig.1 Opinion extraction framework                        Fig. 2 A HTML tag tree
2.1. Opinion Web pages clustering 

A Web page is opinion related if it contains opinions. There are many opinion irrelative Web pages in our database, such as navigation and index pages. We find that most of detailed opinion pages with the same topic in the same website have similar URLs structure and the same title if they have. Based on our observations we assume (1) Web pages which contain reviews and have the same URL pattern usually have the same HTML structure layout; (2) Web pages with the same topic have URLs that have the same structure. The clustering processing includes two steps. First, all the Web pages’ URLs are clustered by their domain names and similarities of URL path components. Then, all Web pages with the same title are clustered into a whole unit. For example, the URL http://www.dianping.com/shop/510047 may appear as a detailed page of an opinion topic. And http://www.dianping.com/shop/510047_p2#ur may be the second detailed page of the same opinion topic. 
2.2. Review extraction and opinion sentence extraction 
In order to get tag patterns, a tag tree is constructed from a review page instance. We use HTML tag tree to extract review records in the same review page. We adopt single instance learning method to extract records. Before extraction, a user must provide two or more text snippets which present the same kind of information but from different records. The extraction method includes two sub steps. 1) Get page record’s tag pattern; 2) Use the tag pattern to extract other records. Note that we do not use the automatic record extraction methods such as [6][7], the reasons are: 1) Our approach is robust, fast and simple; 2) The extracting precision and recall of our method for structure records are acceptable; 3) We have implemented tag pattern changing automatic detection mechanism and Web based visual extraction graphical interface which does not require a user knowing HTML syntax. Fig. 2 gives a HTML tag tree as an example. Note that each pair of HTML tags, such as <td></td>, is considered as one node in the tag tree.
A tag pattern is a sequence of tags with their vertical and horizontal positions. The vertical position of a tag is the level of a record in the tree. Actually, a vertical position can be expressed as a path component of the tag path from the root node to the tag. A horizontal position of a tag is its horizontal position comparing with its siblings.   In Fig. 2, Record0 and Recordn have the same HTML structure and they are sub trees of TABLE tag. Usually if a Web page contains several records, these records share one or more same tags in the tag tree with high probability. A tag path component in a tag path of a tree can be expressed as “tag: horizontal position” format. In Fig. 2, the tag string to get the parent node of the text node from Record0 is TD:1-TR:0-TABLE:0-BODY:2-HTML:0, and the tag string of Recordn is TD:1-TR:n-TABLE:0-BODY:2-HTML:0. Note that here we use tag string from leaf to root, simplifying the procedure of string matching. We can see the TABLE tag is the nearest common tag for two tag strings. And TR tags obviously have different horizontal positions, one is 0, the other is n. The tag pattern string is TEXT:0-TD:1-TR:*-TABLE:0-BODY:2-HTML:0. Our task becomes to find the different nodes in the tag tree. If we select two text snippets as our extracting target instances. The tag string of text snippet0 is Tag1:p0-Tag2:pi-…-Tagc-1:pa-Tagc:pc-…-Tagn:pn. The tag string for text snippet1 is: Tag1:p0-Tag2:pj-…-Tagc-1:pb-Tagc:pc-…-Tagn:pn.  Tagc-1-pa and Tagc-1-pb have the same vertical position in the tag string but different horizontal position pa and pb . Tag2:pi and Tag2:pj have the same vertical position but different horizontal position too. Other tags have the same name, the same vertical position and horizontal position. So, we get the last tag string pattern for snippet0 and snippet1 is:  Tag1:p0-Tag2:*-…-Tagc-1:*-Tagc:pc-…-Tagn:pn , where we use symbol ‘*’ to be wildcard for different horizontal positions. Now we can use this tag pattern to match new tag strings and extract data. 
The text snippets can get through a HTML browser. In our implementation, a text snippet must belong to a single tag node and is a continuous character stream. These snippets are stored in a XML configuration file. The file includes not only these extracting instances, but also information of how to deal with extracted data, for example the database table name and field names to store extracted data. The tag pattern extraction work can be done through our Tag Pattern Extractor that has Web based friendly graphical user interface. Tag Pattern Extractor can be easily used even a user do not know HTML syntax. 
Opinion Sentence Extractor segments reviews into clauses. All clauses are sent to Part-of-Speech Tagging module. Then we use nouns or noun phrases as features and adjectives to produce FO sentences. There are two reasons for us to extract Chinese clauses instead of sentences from original reviews. First, we find that in our review corpus many Chinese sentences contain several clauses separated by commas can be looked as independent sentences and may express several different opinions for different features. Second, we hope our text opinion summaries are brief enough but do not contain too many long sentences. We extract nouns or noun phrases as features and adjectives as opinions. Adjective are normally used to express opinion in reviews [2][20]. We use ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis System) [21] to carry out Part-of-Speech tagging.
3. Opinion Sentence Sentiment Classification
There are two steps to determine sentiment orientation. The first step is to determine the polar orientation of opinion terms. The second step is to get the sentiment orientation of a sentence. Before opinion sentence sentiment classification, we first manually construct a polarity lexicon. If an opinion term is not in our polarity lexicon, we use the method proposed by Turney and Littman [22] to determine the semantic orientation of a term. In the second step, we apply some language related pattern rules to determine the sentiment of sentences. The PMI between two words x and y is: 
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We use same method proposed by Turney and Littman [22] to get P(x) and P(y), the frequency of x, y and the co-occurrence P(x,y) of x, y through submitting queries to a general search engine. The semantic orientation of term t can be estimated to score SO(t) as shown:
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where Pos is the positive term set, and Neg is the negative term set. If SO(t) > 0, t is positive. If SO(t) < 0, t is negative. To determine the sentiment of a sentence, some language related rules are applied. For example, 
这个产品很贵.

This product is expensive.

The above sentence has negative sentiment. But if the sentence is changed into:

这个产品不是很贵.

This product is not expensive.

The sentiment of above sentence becomes positive. So a rule for our example is if there is a negative clue before a negative term, the polarity of the sentence is changed into positive polarity. 
4. Opinion Summarization
We implement a FO based opinion summarization algorithm (FOOSA). The algorithm can be expressed as follows. 
​​​​​Step 1. Construct FO matrix. Every matrix element <f, o> is a bucket. There may be one or more sentences that contain feature f and opinion o, where f∈FS, o∈OS, FS is feature term set and OS is opinion term set. The system puts each sentence that contains one or more FO pairs into corresponding one or more buckets. Here it is possible for a sentence to be put into more than one bucket because a sentence may contain multi FO pairs. Fig. 3 is the example FO matrix.
Step 2. Inter bucket sentence reducing. This step uses information entropy to reduce duplicated sentences, if the sentence has more than one FO pairs. S is the sentence set in which every sentence has multi FO pairs.  Suppose there are n buckets, pji is the portion of sentence after putting the sentences s, s∈S, into bucketj. The same sentence in other bucketi while i ≠ c is removed.
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Step 3. Intra bucket clustering. The sentences in one FO bucket are divided into three subsets: positive set, negative set and neutral set. The sentences that belong to the same FO bucket are put into one of the three sentiment sets according to sentiment classification. Then, the sentences in the same set are clustered according to similarities between them. We use (4) to measure the similarity between sentence a and sentence b. If two sentences have similarity value greater than 0.5, then they are put into the same cluster. 

[image: image6.wmf]|)

|

|,

min(|

|

|

)

,

(

b

a

b

a

b

a

sim

Ç

=

                          (4)
Step 4. Intra bucket representative sentence selection. In a bucket, from every sentiment set we find the cluster with the biggest size. Then we choose a sentence from the cluster as the cluster’s centroid. In this step, we still use (4) to choose a sentence ac that has max total similarity values, where c is determined by (5). Every chose representative sentences put into positive, negative or neutral summary vector according to their sentiment.
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Step 5. Opinion sentence ranking. We use (6) to rank the summary sentence vectors.
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Where s is the sentence to be ranked. The weight of s is the addition of the size of max positive cluster and the size of max negative cluster. Pf is the frequency of f, and Po is the term frequency of o, where f and o are the bucket’s feature and opinion terms. The number n is just the total sentence number of all opinion sentences.
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Fig. 3 A FO matrix                             Fig. 4 FO opinion sentence distribution
5. System Overview
Fig. 5 is the system overview. The system downloads Web pages containing review data records through a light weighted crawler implemented by ourselves. The crawler has simple regular expression matching mechanism to filter URLs extracted from downloaded Web pages. In fig. 5, Opinion Extractor, which includes Web Page Cluster, Review Extractor, etc., actually is the implementation of our opinion extraction framework. Web Page Cluster clusters the same topic and link structure Web pages. We also put every tag pattern generated by one instance learning method into out tag pattern library. When Review Extractor extracts records from a Web page, it first uses the Web page’s URL pattern to search pattern library. If a pattern is found, then it uses this pattern to extract reviews; otherwise, our system puts the Web page into waiting list, and a user can judge whether the pattern of the Web page is worth being further extracted.  
In this paper, we implement sentiment opinion sentiment classification based on PMI method. The responsibilities of PMI Orientation Retrieval Module are to calculate PMI to get sentiment orientation of opinions. We implement software robots which can retrieval information automatically from a search engine. Here we submit queries to Baidu (www.baidu.com), one of most successful Chinese search engine in China, as our general search engine. Our PMI is calculated from tiles of Web pages, not from content body for sake of precision. For example, if we want to get the co-occurrence number of words “Beijing and China”. The query we submitted to Baidu is title: (Beijing China).
6. Experiments
6.1. Data
We downloaded thirty Chinese Web pages from dianpin.com (http://www.dianping.com). These data are about three topics: restaurant, shop and scenery spot. Then we use our opinion extraction framework to get opinions about three topics as table 1 shows. OP (Opinion precision) and FOP (feature-opinion precision) are calculated using (7) and (8).
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There are many FO pairs which are not valid because their opinion terms are not related to their features or not related to opinion topic. Fig. 4 is FO opinion sentence distribution. We do not show bucket with size less than two in fig. 4. We find three persons who are familiar with our three topics and let them to select reasonable FO pairs. 
Table.1 Data
	Data
	RN
	SN
	CCN
	OP
	FON
	FOSN
	VFOPN
	FOP

	Restaurant
	100
	1622
	13308
	0.33
	177
	210
	116
	0.66

	Shop
	100
	1944
	16005
	0.38
	214
	182
	131
	0.61

	Scenery Spot
	100
	1906
	15538
	0.35
	181
	148
	112
	0.62


Note: RN: Review Number; SN: Sentence Number; CCN: Chinese Character Number; OP: Opinion precision; FON: Feature-opinion pair number; FOSN : Sentence Number with Feature-opinion pairs; VFOPN: Valid Feature-opinion Pair Number; FOP: Feature-opinion Precision.
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Fig. 5 System overview                         Fig. 6 A graphical overall sentiment summarization example 
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Fig. 7 A text opinion summarization example (for our shop data)
6.2. Opinion summarization and evaluation
Fig. 6 is a Web based graphical overall sentiment summarization example. In the graph, red color represents as negative sentiment and blue color as positive sentiment. The height of a bar in the graph is the total number of sentences which have correspondent FO pair with positive or negative sentiment. FO pairs are also ranked. In our system, a user can choose how many FO pairs should be displayed in the graph. The bar graph method is inspired by Opinion Observer [12]. 
In fig. 7, an opinion text summarization example is showed. In this example, there are thumb up and thumb down symbols before the positive and negative summaries. The sentences in the summaries are the ranked sentences produced by FOOSA. Blue color and green color are colors for positive FO pairs, and blue color and red color are for negative FO pairs. Note that we do not display neutral opinions sentence in our example. 
We find three persons who are familiar with our three topics. They compare the original reviews with our summaries and judge 1) whether sentences in summary are related to opinion topic; 2) whether these sentences should be ranked as top n; 3) whether the sentiment classification of the sentence is correct.
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Table.2 Precision of opinion summary
	Data
	Restaurant
	shop
	Scenery Spot

	Precision
	Top N
	@10
	@20
	@30
	@10
	@20
	@30
	@10
	@20
	@30

	
	Positive
	0.90
	0.85
	0.87
	0.80
	0.75
	0.73
	0.70
	0.65
	0.60

	
	Negative
	0.80
	0.60
	0.57
	0.90
	0.85
	0.63
	0.50
	0.50
	0.40

	
	Average
	0.85
	0.73
	0.72
	0.85
	0.80
	0.68
	0.60
	0.58
	0.50

	Total Average Precision
	@10
	0.77
	@20
	0.70
	@30
	0.63


We use average FOP as our baseline precision. The average of three @10 precisions is 0.77. It is greater than average OP which is 0.35 and average FOP which is 0.63. The results show our text opinion summarization approach is effective and promising.
7. Conclusions and Future work 
In this paper an opinion extraction framework and a feature-opinion based opinion summation algorithm (FOOSA) are proposed. A structured review extraction and summarization system is implemented. Our system not only provides text opinion summarization, but also Web based feature-opinion graphical overall sentiment summarization. Experiments show our review extraction and opinion summarization approach is effective and promising. In the future, we hope to find better approaches on improving precision of feature-opinion identifying and precision of sentiment classification. We also expect to find novel opinion summarization algorithms with higher accuracy. 
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